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Session VI

Semanti
s of State
harts

Abstra
t: We dis
uss the 
entral 
on
epts and de
isions for

various possible semanti
s for State
harts (and the \real"

implemented one).

Literature: Dissertation Kees Huizing: \Semanti
s of rea
tive

systems: 
omparison and full abstra
tion", Eindhoven

University of Te
hnology, 1991.

In parti
ular the following pages are relevant:

� \Everything you always wanted to know about

State
harts", Huizing and de Roever.

� \On the semanti
s of rea
tive systems", Huizing and Gerth.

And:

Chapter 6 of \Modeling Rea
tive Systems with

State
harts", by David Harel and Mi
hal Politi.

M
Graw-Hill, 1998.
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9 Semanti
s of State
harts

9.1 Summary of previously dis
ussed material

(
fr. �rst lesson)

� There is a fundamental di
hotomy between transformational

systems des
ribed by the relation between initial and


orresponding �nal states, i.e., their input/output behavior,

and

� Rea
tive systems, whose only purpose is to maintain an

ongoing relationship with their environment.
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Bro
k-A
kermann Paradox

The Bro
k-A
kermann paradox explains why rea
tive systems


annot be 
hara
terized by a fun
tion mapping sequen
es of

inputs to sequen
es of outputs.

� Consider two systems, a one-pla
e bu�er and a two-pla
e

bu�er. If you 
onsider these transformationally, they display

the same initial-�nal state behavior.

in: ab
 : : :

out: 1. e.g. aba
 : : :

2. e.g. ab
a : : :

not aba
 : : :
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But if the output of these systems is fed ba
k, and merged

with their input they behave di�erently. (See transparen
y)

� What's needed to 
hara
terize a rea
tive system is re
ording

the relative order of inputs and outputs, i.e., the way they

are interleaved.
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Central De
isions for a State
harts Semanti
s

� Semanti
s of rea
tive systems is state-based

� Observations are sequen
es of pairs of inputs I and


orresponding outputs O, i.e., of pairs of the form (I; O).

In pra
ti
e a rea
tive system is therefore des
ribed by

sequen
es of the following form:

S

1

=)

O

1

I

1

S

2

=)

O

2

I

2

S

3

=)

O

3

I

3

=) � � �

� Transitions don't take time, time is spent in states.

This has a simple reason: the rea
tion of a rea
tive system

to environmental inputs should be always well-de�ned. As a


onsequen
e, state-
hanges shouldn't take time.
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Berry's syn
hrony hypothesis

Rea
tion time between input (i.e., trigger) and 
orresponding

output (i.e., response) is zero.

Why?

� Re
all that individual rea
tion times are too 
ompli
ated to

handle, abstra
tly, on the high level of spe
i�
ation State
harts

are aiming at.

� a �xed non-zero rea
tion time wouldn't allow transition

re�nement.

� Unspe
i�ed rea
tion times lead to 
haos, and is not desired at

a high level of abstra
tion.

=) Only one rea
tion time satis�es all 
riteria: zero! For:

� Now transition 
an always be re�ned

� spe
i�


� deterministi
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Detailed Argumentation from Lesson I

Possibility 1 : Spe
ify a 
on
rete amount of time for ea
h

situation. This for
es us to quantify time right from the

beginning. Clumsy, and not appropriate at this stage of

spe
i�
ation where one is only interested in the relative order

and 
oin
iden
e of events.

Possibility 2 : Fix rea
tion time between trigger a and


orresponding a
tion a within e/a (the label of a transition)

upon 1 time unit.

Doesn't work: Upon re�ning question/answer to a

question/
onsult and a 
onsult/answer transition, there's a


hange of time, whi
h may have far rea
hing e�e
ts (be
ause

of tm(n)-events, e.g.)

=)

A �xed exe
ution time for synta
ti
 entities (transitions,

statements, et
.) is not 
exible enough.

Possibility 3 : Leave things open: say only that exe
ution of

a rea
tion takes some positive amount of time, and see at a

later stage (
loser to the a
tual implementation) how mu
h

time things take.

Clumsy, introdu
es far too mu
h nondeterminism.
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Rea
tion time of a system (2)

Summary : We want the exe
ution time asso
iated to rea
tions

to have following properties:

� It should be a

urate, but not depending on the a
tual

implementation.

� It should be as short as possible, to avoid arti�
ial delays.

� It should be abstra
t in the sense that the timing behavior

must be orthogonal to the fun
tional behavior.

=)

Only 
hoi
e that meets all wishes is zero rea
tion time.

As a result all obje
tions raised w.r.t. the possibilities mentioned

on the previous page are met!

� Now, for instan
e, upon re�ning transition question/answer

from previous page into two transitions, the rea
tion time of

this re�nement is the same as that of the original transition.

� Obje
tion 3 on the previous transparen
y is resolved, too.

� Finally, also obje
tion 1 (on previous transparen
y) is met,

be
ause 0 + 0 = 0!
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Berry's Syn
hrony Hypothesis

� Is Berry's syn
hrony hypothesis implementable?

Yes, if the input frequen
y is low w.r.t. the time required for


omputing response.

� However, this hypothesis leads to a number of 
ounterintuitive


onsequen
es, if 
arried through.

Careful: the following example does not des
ribe the

State
harts semanti
s as implemented in Statemate.

a ^ d is a generated trigger, sin
e we assume the rea
tion time

to be zero. A 
onsequen
e is that transition t

3

is taken!!
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Combination with Negation

The syn
hrony hypothesis leads to problems if 
ombined with

the possibility of 
he
king the absen
e of signals (the latter is


ustomary in the syn
hronous world, and a possibility not o�ered

in the asyn
hronous world):

If a is absent, i.e., : a holds as 
ondition, transition t

1

is taken,

i.e., b is generated, and hen
e t

2

, i.e., b/a is taken, generating a

within the same time unit, i.e., in zero time, hen
e transition

t

1

should not be taken.
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This is 
alled the \Grandfather paradox".

It's solution is to order event o

urren
es 
ausally, with later

events not in
uen
ing earlier events:

:a � b � a

Note here: this 
ausal order has nothing to do with the

passage of time; it merely refers to 
ausal 
hains within

one time step.
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The new semanti
s

� This leads to a semanti
s of the following form:

Micro-steps

expressing
causal order

Time, measured by Macro-steps,

where a macro-step is a sequence of
micro-steps which cannot be prolonged

� Ma
ro-steps are observable steps =)

O

I

� Ea
h ma
ro-step is a sequen
e of mi
ro-steps, that are ordered


ausally; one mi
ro-step 
an never in
uen
e previous mi
ro-

steps.

� In State
harts as implemented by Statemate 
ausality is

trivially obtained be
ause in Statemate events generated in

one step are only available in the next step, and only for that

one. I.e., there is no 
ausality within one step.
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Problems with this new semanti
s

� The problem with ma
ro-steps is that they lead to a globally

in
onsistent semanti
s, i.e., transitions are taken in one

ma
ro-step whi
h aren't generated globally.

S

1

=)

b

;

S

2

=)

a

b

S

3

Here absen
e of triggers generates presen
e of triggers, whi
h

violates their absen
e within the same step (not globally


onsistent).
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� These 
onsiderations lead to the fundamental question:

Is a semanti
s for su
h languages possible whi
h satis�es

all \reasonable" assumptions? I.e., whi
h is both good

for program development and for program 
omposition?

The answer is NO.

� This is a serious problem. As it turns out, the semanti
s with

ma
ro-steps indi
ating passage of time, and re�ned by 
ausally

ordered mi
ro-steps is a basis for a 
ompositional semanti
s for

State
harts in whi
h the semanti
s of a 
onstru
t is a fun
tion

of the semanti
s of its parts. But this semanti
s turns out to

be too diÆ
ult to handle for the engineers of I-Logix, and of

Israeli Air
raft Industries, its main 
ustomer for the Statemate

system.

� Hen
e looking for a \best" semanti
s makes a lot of sense.

What our theorem below says is that, in a 
ertain sense, there

is no best semanti
s. However, it does leave some room for

the sear
h for ever better semanti
s!!
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There is no \best" semanti
s for State
harts

Let's list a 
ouple of desirable properties of su
h a semanti
s:

Responsiveness: Rea
tions are simultaneous with their triggers

| this fa
ilitates re�nement of transitions from a high to a

lower level.

Causality: Without a 
ausal order of the mi
ro-steps inside a

ma
ro-step, 
harts s.a.:

would trigger ea
h other, whi
h makes no 
ausal sense. Su
h


harts are ex
luded imposing 
ausality.

Modularity: Modules 
an be 
omposed on the basi
s of their

ma
ro-steps, i.e., the external interfa
e of a (parallel)


omposition of modules is of the same nature as their mutual

interfa
e w.r.t. ea
h other. (This is inspired by a paper by

Pnueli and Shalev)
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Impossibility of a Semanti
s being Causal,

modular, and responsive

Modularity, 
ausality, and responsiveness 
an be mathemati
ally

expressed; the impossibility of all three being satis�ed

simultaneously be
omes a theorem, proved in the paper by Huizing

and Gerth.

However, also intuitively this is 
lear:

� Causality and responsiveness leads to

examples in whi
h both a and its absen
e :a o

ur within

the same ma
ro-step =) no global 
onsisten
y =) no

modularity

� Modularity and responsiveness imply there exists no

satisfa
tory semanti
s for the example above. This 
hoi
e

is made in the syn
hronous language ESTEREL, in whi
h
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examples as the one above are ex
luded on synta
ti
 grounds

by a 
ompiler.
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9.2 Classi�
ation of possible semanti
s for

State
harts

Next we list a few possible semanti
s for State
harts, semanti
s

A { E, of whi
h E is 
losest to the one a
tually implemented in

Statemate, and dis
uss the anomalies allowed by them (in
luding

those of the implemented semanti
s of State
harts).

Semanti
s A

Events generated as a rea
tion to some input 
an only be sensed

in the step following that input. (This is a 
hoi
e made in the

implemented semanti
s of State
harts.)

Anomaly: no simultaneity of a
tion and rea
tion, i.e., no

responsiveness.

In semanti
s A the trigger a ^ 
 will not o

ur:

This example makes 
lear that in semanti
s A the moment of

generation of an event is too important | a too detailed analysis

of 
harts is required for adopting it.
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Semanti
s B

In order to over
ome the problem with semanti
s A, absen
e of

responsiveness, mi
ro-steps are introdu
ed, with events sensed in

the next mi
ro-step.

Then, in the previous example the third transition is taken.

Consider now the trigger b ^ :
 for the third transition; the

transition is taken, be
ause in the se
ond mi
ro-step, event 
 is

not yet sensed. This example also works for semanti
s A.

Disadvantage: Semanti
s B is too subtle to be of any pra
ti
al

use; same obje
tion as to semanti
s A.
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Semanti
s C

Requires global 
onsisten
y of every mi
ro-step. The rea
tion of

the system to an input should

� not only be enabled by events generated in previous mi
ro-

steps

� but also by events generated in the full ma
ro-step.

As a 
onsequen
e, the b ^ :
 transition is not taken.

This example is ex
luded in semanti
s C, leads to 
ontradi
tion.

I.e., synta
ti
al means must be found to ex
lude it, as done in

ESTEREL by a 
ompiler.

This makes a lot of sense, as eviden
ed by the 
onsiderable su

ess

of ESTEREL of G�erard Berry.
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However, this semanti
s is not modular. This implies that a

modular development of the system is 
umbersome, sin
e every

developer has to know the detailed mi
ro-behavior of the other

pro
esses. Hen
e, this semanti
s is appropriate for top-level guys

only, and that's what G�erard Berry's 
rowd 
onsists of.
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Semanti
s D

All events generated during some ma
ro-step 
onsidered as if they

were present right from the beginning of the ma
ro-step.

Semanti
s D allows

to be taken: rea
tions may trigger themselves. I.e., semanti
s D

is not 
ausal.

Note: In semanti
s D, the external world does not generate an a

event!

Con
lusion: This example should be reje
ted!
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Semanti
s E

Events are generated at the next step, but no input from the

environment is possible before the rea
tion of the system has


ompletely died out.

This semanti
s is heavily non-modular, sin
e one ma
ro-step may


ontain several steps of the A semanti
s. Events remain a
tive

only for the duration of su
h a step, hen
e, in one ma
ro-step

an event 
an be a
tivated and dea
tivated several times, thus

leading to a mu
h more 
omplex interfa
e between subsystems,

than between the system and its environment.

S1 S2 S3a/b b/c

Generation of event a leads the system eventually to state S

3

.

S1 S2

a/b

b/a

In semanti
s E, as in the implemented semanti
s of State
harts,

this example leads to an in�nite loop (the so-
alled: \go repeat"

mode): try it out yourself!
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Situation

No \best" semanti
s =) still room for better ones

The situation is summarized in the following �gure, showing how

ea
h semanti
s is an attempt to improve on the other one:

A B C D

E

responsivenessmodularity

responsiveness modularity

causality

What to do? The sear
h is now on for better semanti
s

1. Several 
leaner semanti
s have been proposed, notably by

Floren
e Maranin
hi. She opts for semanti
s D, in whi
h both


harts su
h as example C and D are ex
luded, resulting in

Argos semanti
s:

a/e e bhvr
handler

Generation of event a leads to exit transition e being taken.

This is 
alled non-preemptive interrupts.
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The Argos semanti
s leads to a 
leaner 
on
ept of state-

hierar
hy in whi
h inter-level transitions are not allowed.

Probably a too heavy investment in their \old" semanti
s,

manyear-wise, prevented I-Logix from adopting the 
leaner

Argos semanti
s of Maranin
hi in Statemate.

2. Huizing and Gerth propose a 
ompositional semanti
s in whi
h

the 
ausal 
hains inside a module are hidden from its external

behavior. This proposal has not yet 
aught on.
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9.3 State
harts as Implemented

This leaves us with the semanti
s of State
harts as it is

implemented in Statemate. Computing that semanti
s is a fairly

involved algorithm, only re
ently (1996) published in a paper by

David Harel and A. Naamad.

Operational semanti
s

We des
ribe the 
ontents of the system status, and the algorithm

for exe
uting a step.

The status in
ludes:

� a list of states in whi
h the system 
urrently resides;

� a list of a
tivities that are 
urrently a
tive;

� 
urrent values of 
onditions and data-items;

� a list of regular and derived events that were generated

internally in the previous step;

� a list of timeout events and their time for o

urren
e;

� a list of s
heduled a
tions and their time for exe
ution;

� relevant information on the history of states.
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The input to the algorithm 
onsists of:

� the 
urrent system status;

� a set of external 
hanges that o

urred sin
e the last step;

� the 
urrent time

The step exe
ution algorithm works in three main phases:

1. � 
al
ulate the events derived from the external 
hanges and

add them to the list of events;

� perform the s
heduled a
tions whose s
heduled time has

been ex
eeded, and 
al
ulate their derived events;

� update the o

urren
e time of timeout events if their

triggering events have o

urred;

� generate the timeout events whose o

urren
e time has

been ex
eeded;

2. � evaluate the triggers of all relevant transition rea
tions;

� prepare a list of all states that will be exited and entered;

� evaluate the triggers of all stati
 rea
tions

3. � update the history of states;

� 
arry out all 
omputations pres
ribed by the a
tions in the

list produ
ed in the se
ond phase;

� 
arry out all updates 
alled for by the a
tions

� update the list of 
urrent states.
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Syn
hronous/Asyn
hronous Semanti
s

Syn
hronous Semanti
s: Environment intera
ts with the

system after ea
h step and time advan
es. This is 
on
eptually

quiet easy and appropriate for syn
hronous hardware. But,

the system's rea
tion on the external input has to be simple

(
ompare with semanti
s A).

Asyn
hronous Semanti
s: Syn
hrony Hypothesis: system may

rea
t with a 
hain rea
tion. External input only in stable

states. Easier to model 
omplex systems, abstra
tion from

real-time. But, the implementation has to be shown to satisfy

the assumptions of zero rea
tion time.
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